Comparison of Neural Network and Principal Component-Regression Analysis to Predict the Solid Waste Generation in Tehran
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Abstract

**Background:** Municipal solid waste (MSW) is the natural result of human activities. MSW generation modeling is of prime importance in designing and programming municipal solid waste management system. This study tests the short-term prediction of waste generation by artificial neural network (ANN) and principal component-regression analysis.

**Methods:** Two forecasting techniques are presented in this paper for prediction of waste generation (WG). One of them, multivariate linear regression (MLR), is based on principal component analysis (PCA). The other technique is ANN model. For ANN, a feed-forward multi-layer perceptron was considered the best choice for this study. However, in this research after removing the problem of multicollinearity of independent variables by PCA, an appropriate model (PCA-MLR) was developed for predicting WG.

**Results:** Correlation coefficient (R) and average absolute relative error (AARE) in ANN model obtained as equal to 0.837 and 4.4% respectively. In comparison whit PCA-MLR model (R= 0.445, MARE= 6.6%), ANN model has a better results. However, threshold statistic error is done for the both models in the testing stage that the maximum absolute relative error (ARE) for 50% of prediction is 3.7% in ANN model but it is 6.2% for PCA-MLR model. Also we can say that the maximum ARE for 90% of prediction in testing step of ANN model is about 8.6% but it is 10.5% for PCA-MLR model.

**Conclusion:** The ANN model has better results in comparison with the PCA-MLR model therefore this model is selected for prediction of WG in Tehran.
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Introduction

Nowadays, large quantities of municipal solid waste (MSW) are generated. The waste management organizations must collect, transport, process and finally dispose the residues in an economical and environmental efficient way. Therefore, it is important for MSW managers to obtain accurate predictions of solid waste quantities which are generated (1). The short-term prediction of future MSW generation can facilitate better planning with respect to collection, personnel, truck utilization, transportation to the landfill and final disposal (2). Conventional forecasting methods for MSW generation frequently use the demographic and socioeconomic factors in a per-capita basis. The per-capita coefficients may be taken as fixed over time or they may be projected to change with time. In the other hand, generation quantity is affected by many different factors. Such factors include geographical situation, seasons, collection frequency, onsite process, people's food hobbies, economic condition, recovery and reuse boundaries, existence of law and people's cultural conditions (3). Bruvoll and Ibenholt (4) extended such considerations and forecasted the waste generation (WG) on the basis of a macroeconomic model. McBean and Fortin (5) dealt with certain aspects of MSW management by means of correlations among socioeconomic and solid waste composition and quantities. In recent decades, numerous forecasting techniques have been developed to simulate the environmental process such as generation quantitative, and some of the published forecasting tech-
niques were developed with multiple linear and nonlinear regression techniques, which require the user to specify a priori a mathematical model of the empirical correlation. Multiple linear techniques are mainly used to model the linear relationship between a dependent variable and one or more independent variables. However, when the nonlinear phenomenon is significant to some extent within the data series investigated, the multiple linear will fail to develop an appropriate predictive model. Therefore, nonlinear and dynamic modeling techniques such as artificial neural network (ANN) are necessary for building an accurate and reliable predictive model.

Recently, use of ANN in management of MSW like a proposed model based on ANN, predict rate of leachate flow rate in place of disposal solid wastes in Istanbul, Turkey (6), prediction for energy content of Taiwan MSW using multilayer perceptron neural networks (7), HCl emission characteristics and back propagation neural networks prediction in MSW/coal co-fired fluidized beds (8), recycling strategy and a recyclables assessment model based on an ANN (9) and prediction of heat production from urban solid waste by ANN and multivariate linear regression (MLR) in the city of Nanjing, China (10), have become in current. The results of these researches have shown the high performance of ANN in prediction of various environmental parameters such as generation.

In this paper we used two methods, ANN and MLR models. We have proposed a new application of principal component analysis (PCA) for using in process of feed data in MLR model for weekly WG prediction in Tehran (PCA-MLR). The goals of present research were prediction of WG with use of ANN and PCA-MLR models and at last selecting an appropriate model for WG prediction in Tehran.

Material and Methods

Case study and data

Tehran is the most populated city in Iran. In the latest years, increasing of emigration has been caused in expanding the WG and as a result making a problem for the municipal solid waste management system (MSWMS) in Tehran. According to the recycling and material conversion organization report, with production of 2.75 million tons MSW in 1384, Tehran was biggest center of WG in Iran. So offering a suitable model for WG forecasting is essential for suitable programming and decision making in organization related to WG. Having seasonal patterns of WG have an effective role for estimating the amount of generated waste in one city, so a weekly time series model of WG with 12 lag time (equal a season) has been made for forecasting the WG in Tehran. In this model weight of waste in t+1 week ($W_{t+1}$), is a function of waste quantity in t ($W_t$), t-1 ($W_{t-1}$) … and t-11 ($W_{t-11}$) weeks. Besides the time series of generation, another input data (the thirteenth data), consist the number of trucks which carry waste in week of t ($Tr_{t+1}$). The weekly fluctuation of WG in Mashhad has been shown in Fig. 1.

Artificial neural networks

ANNs customary architecture is composed of three layers; input layer (distributes inputs in the network), hidden layer (processes inputs), and output layer (extracts result in return for inputs). Among all the ANNs paradigms available, a feed forward multilayer perceptron was considered to be the best choice for this study. Feed forward multilayer perceptrons have been shown to have a computational superiority in comparison to other paradigms (11). Feed forward multilayer perceptron can have more than one hidden layer; however theoretical works have shown that a single hidden layer is sufficient for ANNs to approximate any complex nonlinear function (12). Therefore, in our experiment, one hidden layer feedforward multilayer perceptron used for the prediction of weekly MSW generation. The activation functions chosen were the sigmoid hyperbolic tangent function in the hidden and output layers. The error correction learning with the Levenberg-Marquardt (L–M) algorithm (13, 14) was chosen for training the networks. The L–M algorithm has been proved to have the fast-
est convergence on networks which contain up to a few hundreds weights (15). To improve the generalization of the models, the stop training algorithm (STA) approach (16, 17) used. The use of STA reduced the training time four times and it provided better and more reliable generalization performance than the use of L–M algorithm alone. To implement STA in practice, the available data are split into three parts:
1) A training set, used to determine the network parameters, weights and biases;
2) A validation set, used to estimate the network performance and decide when the training stopped;
3) A test set, used to verify the effectiveness of the stopping criterion and to estimate the expected performance in the future.

**Principal component analysis**

PCA is one of the multivariate statistical methods which can use to reduce input variables complexity when we have a huge volume of information and we want to have a better interpretation of variables (18). By using of this method, input variables change into principal components (PCs) that are independent and linear compounds of input variables (19). Instead of direct use of input variables, we change them into PCs and then use them as input variables. In this method, the information of input variables will present with minimum losses in PCs (20). PCs specified by the equation in below.

\[ Z_i = a_{i1}X_1 + a_{i2}X_2 + ... + a_{ip}X_p \]  

[1]

In equation [1], \( Z_i \) represents specific PCs; \( a_i \) is related eigen vector and \( X_i \) are also input variables. This information achieved by solving equation [2] (21):

\[ |R - I\lambda| = 0 \]  

[2]

Where, \( I \) is unit matrix, \( R \) is variance-covariance matrix and \( \lambda \) is eigen value. From these eigen values, we can achieve the eigen vectors.

Details for mastering the art of PCA is published elsewhere (22-27).

**Multivariable linear regression**

Regression model in matrix form can be shown as:

\[ Y = X\beta + e \]  

[3]

In equation [3], \( \beta \) is regression coefficient matrix, \( e \) is fitting error matrix and \( Y \) is response matrix. By solving equation [3] for \( \beta \) we will have:

\[ \beta = (X'X)^{-1}X'Y \]  

[4]

In equation [4], \( X' \) is transpose of \( X \). For calculating inverse of \( (XX) \), it is necessary that the independent variables have not high relativity, because in this situation \( (XX) \) matrix can not become inverse and we will have more error. To solve this problem, we should remove the multicolinearity between independent variables with PCA method. The variance inflated factor (VIF) criterion is usually applied to check the results. The ideal value for VIF is one. The higher the VIF values, the more multicolinearity between independent variables exist.

**Models evaluation**

In this research, we used two common indices for comparing network output result: correlation coefficient (R) and average absolute relative error (AARE) indices. These criteria show the average of error in model and don’t give any information about the error distribution, so to test the robustness of the network output result, it is important to test the model using some other performance evaluation criterion such as threshold statistics (TS) (28-31). The TS not only gives the performance index in terms of weekly predicting WG but also the distribution of the prediction errors. The TS for a level of x% is a measure of the consistency in forecasting errors from a particular model. The TS represented as \( TS_x \) and expressed as a percentage. This criterion can be expressed for different levels of absolute relative error (ARE) from the model. It is computed for the x% level as:

\[ \text{TS}_x = \frac{Y}{n} \times 100 \]  

[5]

In equation [5], \( Y \) is the number of predicted WG (out of n total computed) for which ARE is less than x% from the model.

**Results**

**Sensitivity analysis**

In this research, to know the percentage of every in-
put variables effect on $W_{t+1}$ the sensitivity analysis was performed. Its results are showed in Fig. 2. As can be seen from Fig. 2, the $W_{t+1}$ got the most effect from amount of $W_t$ and $W_{t-4}$. This can be the result of hobbies and economical situation of people.

**Principle component analysis**

After standardization of input variables For PCA application, variance-covariance symmetrical matrix $R$ was formed from order 13 (equivalent to the number of input variables). The variance-covariance symmetrical matrix $R$:

\[
R = \begin{bmatrix}
1.00 & -0.02 & 0.09 & 0.16 & 0.19 & 0.04 & -0.09 & -0.08 & -0.15 & -0.03 & 0.12 & 0.38 & 0.63 \\
-0.02 & 1.00 & 0.58 & 0.27 & 0.05 & 0.02 & -0.02 & -0.08 & -0.12 & -0.11 & -0.04 & 0.00 & 0.01 \\
0.09 & 0.58 & 1.00 & 0.57 & 0.23 & 0.04 & -0.02 & -0.07 & -0.12 & -0.13 & -0.10 & -0.01 & 0.03 \\
0.16 & 0.27 & 0.57 & 1.00 & 0.56 & 0.22 & 0.00 & -0.05 & -0.08 & -0.12 & -0.12 & -0.08 & -0.01 \\
0.19 & 0.05 & 0.23 & 0.56 & 1.00 & 0.56 & 0.22 & 0.01 & -0.06 & -0.05 & -0.09 & -0.07 & -0.04 \\
0.04 & 0.02 & 0.04 & 0.22 & 0.56 & 1.00 & 0.55 & 0.24 & 0.02 & -0.01 & -0.03 & -0.09 & -0.04 \\
\end{bmatrix}
\]

After solving equation [2], 13 eigen values and for every eigen value 13 eigen vector were obtained and by using them, 13 PCs were formed from input variables. The characteristics of these PCs are presented in Fig. 3 and Table 1.

**PCA-MLR model**

After removing the multicolinearity between independent variables, an appropriate PCA-MLR model was developed for prediction of MSW by stepwise algorithm. The results are showed in Table 2. Finally, PCA-MLR model constructed for predicting quantity of generated waste that its equation is given below:

\[ W_{(t)} = 49168332.3 + 1177698.5 \times (PC3) - 904395.4 \times (PC2) - 823336.1 \times (PC9) \]

The results for training and testing the PCA-MLR model are given in Figs. 4 to 7.

**ANN model**

To achieve the best network structure for WG prediction, various structures of feed-forward neural networks with three layers and different number of neurons in hidden layer was investigated. Finally, with consideration on R and AARE, a structure with three layers that have 13-22-1 neurons respectively was selected for the best architecture of network. The results for network training and testing are given in Figs. 8 to 11. Finally, TS is applied to assess the error distribution in models in testing stage (Fig. 12).
**Fig. 1:** Variation of waste generation in Tehran

**Fig. 2:** Percentage of every input variables effect on generated MSW

**Fig. 3:** Specification of each component
Fig. 4: Observed and predicted solid waste from training of PCA-MLR model

\[ R=0.469 \]
\[ \text{MARE}=4.9\% \]

Fig. 5: Scatter plot of observed and predicted solid waste from training of ANN model

Fig. 6: Observed and predicted solid waste from testing of PCA-MLR model
**Fig. 7:** Scatter plot of observed and predicted solid waste from testing of PCA-MLR model

**Fig. 8:** Observed and predicted solid waste from training of ANN model with structure (13-22-1)

**Fig. 9:** Scatter plot of observed and predicted solid waste from training of ANN model with structure (13-22-1)
Fig. 10: Observed and predicted solid waste from testing of ANN model with structure (13-22-1)

\[ R = 0.837 \]
\[ AARE = 4.4\% \]

Fig. 11: Scatter plot of observed and predicted solid waste from testing of ANN model with structure (13-22-1)

Fig. 12: Distribution of forecast error for PCA-MLR and ANN models in testing step
Table 1: Specification of each PC created

<table>
<thead>
<tr>
<th>Variable</th>
<th>PC1</th>
<th>PC2</th>
<th>PC3</th>
<th>PC4</th>
<th>PC5</th>
<th>PC6</th>
<th>PC7</th>
<th>PC8</th>
<th>PC9</th>
<th>PC10</th>
<th>PC11</th>
<th>PC12</th>
<th>PC13</th>
</tr>
</thead>
<tbody>
<tr>
<td>W_t-1</td>
<td>0.15</td>
<td>0.06</td>
<td><strong>0.71</strong></td>
<td>-0.44</td>
<td>0.15</td>
<td>-0.27</td>
<td>0.21</td>
<td>0.26</td>
<td>0.18</td>
<td>-0.07</td>
<td>-0.16</td>
<td>0.1</td>
<td>-0.01</td>
</tr>
<tr>
<td>W_t-2</td>
<td>-0.31</td>
<td>0.22</td>
<td>0.35</td>
<td>0.61</td>
<td>0.34</td>
<td>0.3</td>
<td>0.32</td>
<td>-0.15</td>
<td>0.19</td>
<td>-0.01</td>
<td>0.05</td>
<td>0.04</td>
<td>-0.03</td>
</tr>
<tr>
<td>W_t-3</td>
<td>-0.38</td>
<td>0.38</td>
<td>0.47</td>
<td>0.54</td>
<td>0.13</td>
<td>-0.07</td>
<td>-0.13</td>
<td>0.21</td>
<td><strong>-0.27</strong></td>
<td>-0.06</td>
<td>-0.15</td>
<td>-0.12</td>
<td>0.06</td>
</tr>
<tr>
<td>W_t-4</td>
<td>-0.39</td>
<td>0.55</td>
<td>0.41</td>
<td>0.19</td>
<td>-0.3</td>
<td>-0.27</td>
<td>-0.25</td>
<td>0</td>
<td>0.12</td>
<td>0.17</td>
<td>0.16</td>
<td>0.17</td>
<td>-0.09</td>
</tr>
<tr>
<td>W_t-5</td>
<td>-0.26</td>
<td>0.69</td>
<td>0.22</td>
<td>-0.28</td>
<td>-0.42</td>
<td>-0.01</td>
<td>0.08</td>
<td>-0.21</td>
<td>0.06</td>
<td>-0.24</td>
<td>0</td>
<td>-0.18</td>
<td>0.09</td>
</tr>
<tr>
<td>W_t-6</td>
<td>-0.07</td>
<td><strong>0.75</strong></td>
<td>-0.11</td>
<td>-0.39</td>
<td>-0.04</td>
<td>0.34</td>
<td>0.18</td>
<td>0.01</td>
<td>-0.17</td>
<td>0.27</td>
<td>-0.13</td>
<td>0.04</td>
<td>-0.08</td>
</tr>
<tr>
<td>W_t-7</td>
<td>0.19</td>
<td>0.68</td>
<td>-0.34</td>
<td>-0.19</td>
<td>0.39</td>
<td>0.2</td>
<td>-0.16</td>
<td>0.15</td>
<td>0</td>
<td>-0.2</td>
<td>0.18</td>
<td>0.15</td>
<td>0.09</td>
</tr>
<tr>
<td>W_t-8</td>
<td>0.47</td>
<td>0.52</td>
<td>-0.37</td>
<td>0.08</td>
<td>0.37</td>
<td>-0.3</td>
<td>-0.1</td>
<td>-0.03</td>
<td>0.17</td>
<td>0.1</td>
<td>-0.06</td>
<td>-0.25</td>
<td>-0.13</td>
</tr>
<tr>
<td>W_t-9</td>
<td>0.66</td>
<td>0.3</td>
<td>-0.31</td>
<td>0.32</td>
<td>-0.08</td>
<td>-0.35</td>
<td>0.14</td>
<td>-0.17</td>
<td>-0.08</td>
<td>0.01</td>
<td>-0.14</td>
<td>0.2</td>
<td>0.19</td>
</tr>
<tr>
<td>W_t-10</td>
<td>0.76</td>
<td>0.15</td>
<td>-0.04</td>
<td>0.3</td>
<td>-0.36</td>
<td>0.01</td>
<td>0.23</td>
<td>0.19</td>
<td>0.1</td>
<td>-0.11</td>
<td>0.15</td>
<td>-0.03</td>
<td>-0.22</td>
</tr>
<tr>
<td>W_t-11</td>
<td>0.74</td>
<td>0.02</td>
<td>0.26</td>
<td>0.17</td>
<td>-0.25</td>
<td>0.36</td>
<td>-0.13</td>
<td>0.15</td>
<td>0.19</td>
<td>0.15</td>
<td>-0.02</td>
<td>-0.09</td>
<td>0.22</td>
</tr>
<tr>
<td>W_t-12</td>
<td>0.64</td>
<td>-0.04</td>
<td>0.56</td>
<td>-0.04</td>
<td>0.08</td>
<td>0.23</td>
<td>-0.28</td>
<td>-0.24</td>
<td>-0.04</td>
<td>-0.12</td>
<td>-0.16</td>
<td>0.09</td>
<td>-0.18</td>
</tr>
<tr>
<td>W_t-13</td>
<td>0.44</td>
<td>-0.07</td>
<td>0.69</td>
<td>-0.23</td>
<td>0.27</td>
<td>-0.15</td>
<td>0.09</td>
<td>-0.14</td>
<td>-0.2</td>
<td>0.12</td>
<td>0.26</td>
<td>-0.09</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Table 2: Result of MLR with application of PCA on primary variables.

<table>
<thead>
<tr>
<th>Input Component</th>
<th>R</th>
<th>Sig. F Change</th>
<th>VIF</th>
</tr>
</thead>
<tbody>
<tr>
<td>PC3</td>
<td>0.332</td>
<td>0.001</td>
<td>1.066</td>
</tr>
<tr>
<td>PC3,PC2</td>
<td>0.412</td>
<td>0.01</td>
<td>1.061</td>
</tr>
<tr>
<td>PC3,PC2,PC9</td>
<td>0.469</td>
<td>0.015</td>
<td>1.01</td>
</tr>
</tbody>
</table>

Discussion
As distinguished from Table 2, in PCA-MLR model, by performing PCA from 13 PCs, just 3 PCs were meaningful to enter the model. It estimates the WG with regard to these new input variables. In Table 2, it is obvious that the new obtained PCA-MLR model resulted from PCs have VIF value near one (i.e. an ideal quantity). According to equation [6], PC3 parameter has the most important effective subject on amount of WG of Tehran. The W_t has the most effect on PC3. The other effective parameters on quantity of W_t+1 are PC2 and PC9 that W_t-5 and W_t-2 have the most effect on them, respectively.

We can conclude that ANN model showed better results than PCA-MLR model, in a way that R and AARE have more desirable values in this model. In addition, TS is applied to assess the error distribution in models (Fig. 12). For example, after considering this graph, we can say that the maximum ARE for 50% of prediction is 3.7% in ANN model but it is 6.2% for PCA-MLR model. Also we can say the maximum ARE for 90% of prediction in testing step of ANN model is about 8.6% but it is 10.5% for PCA-MLR model. So the ANN model has better results in comparison with the PCA-MLR model.
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